Privacy International’s contribution to Global Virtual Summit on digital identity

Privacy International welcomes the decision of the organisers of the Global Virtual Summit, the UNHCR and the Immigration, Refugees and Citizenship Canada (IRCC), to explore digital identity for refugees and asylum-seekers.

In this submission, Privacy International aims to highlight key areas which deserve further attention and should be addressed as part of the Global Virtual Summit.

I. Digital identity for refugees and asylum-seekers

Refugees are continuously exposed to threats and risks at various stages of their journeys, from the moment they flee their homes as they pass through transit, temporal places, i.e. refugee camps or detention centres, to their final destinations. Increasingly every interaction they have with a third-party be it humanitarian and development agencies to governments requires the processing of their personal data from enrolment/registration to identification and authentication. Previously, this data was primarily collected directly by actors in the refugee ecosystem but it is now also being integrated with data from other sources, including from third-parties such as social media data, device-level data, and satellites. And there already sign that this trend is continuously expanding with ever-increasing invasive techniques being deployed at the border, and being integrated within refugee and asylum process.

However, the adoption of such systems without the duty of care necessary from the onset means that existing challenges are intensified, and also new, different threats arise as those deploying digital identity solution are not prepared to mitigate the risks. Any such adoption should start with a thorough evidence-based problem assessment to consider whether the lack of an ID is actually the root of the problem identified which can only be solved by the provision of one.

The challenges of identity, identification and ID are massive: human identities are complex, multifaceted and changing; the designs of identification systems is difficult to ensure inclusion, security and accuracy; yet the consequences of breaches or exclusion are large. All these diverse challenges probably see their most challenging possible environment in the refugee context. The issues and challenges of the digital identity in the refugee context are massive:
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people who have lost papers and physical devices; consequences of identity and data misuse are grave.

II. Digital Identity: a legitimate aim?

Identities are extremely important; as SDG 16.9 states, a “legal identity” is a desirable goal. But a smokescreen has been thrown up surrounding this term; it is used to justify any identity system.6

In data protection terms7, the ‘legitimate interest’ means that those looking to deploy digital identity solutions in a refugee context must clearly demonstrate that the processing is necessary and proportionate to the legitimate interest pursued and it does not override the rights of individuals. This requires the entity processing the data to clearly state the ground for processing, prior to the processing and any change must be compatible with the original purpose.

Ideas proposed by actors managing refugee processes to deploy their own digital identity system and/or make use others’ can be as varied as registration, social and financial inclusion and keeping track of health services. It is within each of these purposes that the need for digital identity and the risks and obligations which come along with its deployment must be assessed and questioned rather than seeing digital identity as a single tool, or solution, to deliver each of those purposes.

The concerns observed in the refugee and asylum sector, as across many other fields, is that the data processed is then utilised for another purpose merely because it is available, and currently because of the nature of the sector there are little or no technical or legal barriers preventing what is called mission or function creep.

III. Harms of digital identities schemes

If humanitarian actors are to respect the principle of “do no harm” they must first understand the harms that can result from digital identities schemes. There are significant privacy risks arising from the deployment of technology in the context of humanitarian assistance.8

‘Visibility’

A notion of the long-term benefits of digital ID often brings in an idea of “visibility”, i.e. making people previously unknown to government authorities and the private sector known.9

While the development community sees ‘visibility’ as an unquestioned good, the harms and dangers of being ‘visible’ must be recognised. The humanitarian sector must approach this with
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more caution. The benefits of ‘visibility’ are contextual, and questions of visibility are at the centre of the notions of dignity and autonomy.¹⁰

**Security**

Complex IT systems are inherently vulnerable to intrusions or data breaches. There are numerous high-profile example of ‘secure’ IT systems being breached.¹¹ If some of the most well-resourced governments in the world are unable to protect their most sensitive data sources, it is reasonable to assume that resource-constrained host governments and humanitarian agencies will face significant challenges appropriately securing databases, while making them ‘honey pots’ for attackers. This will inevitably expose those enrolled in such databases to criminals and nation states, including actors from which they are seeking refuge.

**Metadata**

There are dangers brought to individuals and communities from the identification, tracking and profiling emerging from ‘metadata’.¹² Digital identities, in their design and implementation, can bring serious risks in this regard. Depending on the design of the system, it may produce metadata about people’s location(s) and the services they access. Decision may be being made on the basis of this information which raises risks not only for individuals, but also for populations, whose movements and activities can be tracked.

### IV. Recommendations: Humanitarian Action in the Age of Digital ID

As demonstrated by Privacy International and its Network’s work in this area¹³, digital identity systems raises some key questions about legal, technical and ethical obligations in relations to upholding the rights of individuals and the protection of their autonomy and dignity as well as to the security and integrity of the data and the infrastructure being set-up.

These threats and risks are further heightened in a refugee and asylum context given some specific factors of this sector, which amongst others include:

- the vulnerable and challenging position of individuals seeking refuge and asylum and decisions made will impact their lives in the short- and long-term,
- the limited knowledge within the sector of data protection and security resulting in the lack of prioritisation of resources and skills-development to make informed decisions which respect the “do not harm principle”, and
- the reliance on third-parties, in particular the private sector, which raises questions of control, transparency and accountability, as well as a threat of inappropriate influence from lobbying and the risk of facilitating corruption.

We recommend that the events and activities of the Global Virtual Summit address the following areas:
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• **Taking a step back: why digital identity**
  o What is the problem that the digital identity system is designed to solve; what evidence is there for the extent of the problem; and why would digital identity be a solution to that problem?
  o What alternative solutions are possible?
  o Is an identity solution that cuts across multiple actors or purposes desirable; and what risks emerge from this?
  o How are concerns related to intersectionality and gender to be addressed?
  o How to address donor and political pressures when the answer is that a digital identity system is not a desirable solution?

• **Planning for the problem identified: Designing a system**
  o Does the design of the system meet the goals established in the purpose of the system, or does its design exceed those purposes to create additional privacy risks?
  o Has the technological design of the system provided for the maximum protection of the beneficiaries?
  o How will the digital identity system interact with the bureaucracies of host states?
  o Over what time-frame is the system designed to be used, and what is the data retention policy?

• **Undertaking thorough assessments: preparing to fail well**
  o What are the roles and motivations of state actors and private companies in the operation of the system, and is the data of refugees protected from further exploitation in the future?
    ▪ Who holds the responsibility and so the obligations for the system (design, deployment, management, auditing, maintenance, etc.)?
    ▪ How are new systems operating in relations to existing non-humanitarian identity systems, i.e. national ID systems?
  o What are the unintended consequences in the short-, mid- and long-term?
  o Does the entity deploying the system have the expertise, tools and resources to undertake a well-informed risk assessment and to mitigate the risks identified?
  o What minimum IT security measures should be implemented, and is there financial and technical support for such measures?
  o What will happen if any data in the database is breached by various actors?

• **Understanding the lived experiences of refugees and asylum-seekers: human and ethical dimensions of digital identity**
  o How do those who are affected by them experience the process?
  o What unintended impacts does the system have, for example in the impact upon survival strategies?
  o Who is excluded by the system, and what are the implications?
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