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Privacy International
(A Charity Company Limited by Guarantee, company number 4354366)

Trustees' Report, incorporating the Directors' Report
for the year ended 31 January 2020

1. INTRODUCTION

The Board of Trustees (who are also directors of the charity for the purposes of the Companies Act) submits their annual report
and audited financial statement for the year ended 31 January 2020,

The Trustees confirm that the Annual Report and Financial Statements of the charity comply with current statutory requirements,
the requirements of the charity's geverning document and the provisions of the Statement of Recommended Praclice (Charities
SORP FRS102) "Accounting and Reporting by Charities” issued in 2014.

2, STRUCTURE, GOVERNANCE AND MANAGEMENT

Privacy Internatianal is a registered charity and a company limited by guarantee in England and Wales. The organisation is
govemed by its Articles of Association, incorporated on 16 January 2002. The Articles were updated in September 2014 to
implement changes to reflact our charitable status (Charity Registration No: 1147471).

Privacy Intemational’'s goveming body is the Board of Trustees, which meets up to five times a year. The primary responsibility of
the Board is to provide strategic leadership by formulating and reviewing Privacy International's strategic aims in consultation with
staff, setting overall policy, regularly evaluating the charity's performance and ensuring compliance with UK faw.

At any one time the number of Trusiees shall not be less than five, and no more than nine. New Trustees are recruited through an
open application process. Appaintments are made not only on the basis of individual merit, but also taking into consideration the
existing experlise and experience of the Trustees.

New Truslees receive information on Privacy Intemational's work, their duties as Trustees, and take part in induction meatings with
the Executive Director and other members of the Privacy Intemational staff.

Trustees
The Trustees of the charity who held office during the year are set out on page 3.

Financial controls

Privacy Intemational continues to strengthen its financial management syslems, as the organisation grows and our responsibility to
public, donors, partners and other key stakeholders increases.

All expenditure is carried out with reference to Privacy Internaticnal’s multi-year strategic plan and annual workplan, as approved
by the Board prior to the start of each fiscal year. Financial procedures have been developed to monitor and evaluate the charity's
finances, including quarterly management accounts, which are prepared for review by Trustees, prior to each meeting of the Board.

The Board is assisted in taking decisions relating to budgeting and forecasting by the Finance and Audit Committee, which
consists of three Trustees including the Treasurer. The Commitiee is responsible for recommending finance management policy to
the Board and ensuring that existing policies are implemented. The audit function of the Commitee is to consider the adequacy of
risk management, internal controls, and governance.

Risk statement

Privacy Intemmational takes the safety, security and wellbeing of its staff, consultants, pariners and contracted sources and
researchers very seriously and fully accepts our duty to provide a reasonable standard of care to those performing activities on our
behalf that ¢could bring them to foreseeable harm. Our mission and operating locations inherently mean that our staff, consultants,
partners, contracted sources and researchers are exposed to safety and security risks. Our approach to managing risk is one of
risk management rather than risk aversion; however, we do not seek to engage in high-risk activities.

Our appetite to accept risk will always take account of our mission. As such, there may be specific situations where we may decida
io accept risks above our stated risk appetite. When we do this, the process will be informed by the criticality of the proposed work,
consideration of the potential impacts to our staff, partners, consultants, contracted sources and researchers, and will include
additional controls and be approved by the Executive Direclor. In cases of particulary high risk, the Chair will also be included in
the approval process.

Pl believes that supporting mental health is integral to building & more resilient organisation. Staff who feel supported will in retum
conltribute to a balanced and healthy workplace. Wellbeing management is an integral part of Privacy International’s global risk
framework.

As well as the on-going {managed}) risk to staff who travel, our two main organisational risks are around our funding and the
political uncertainty as a result of the UK leaving the EU. We are always looking to diversify cur funding and attract multi-year
funding awards to minimise our financial risks. Leaving the EU brings uncertainty about our ability to retain intemational staff and
maintain the impact of our legal advocacy.
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Risk managemant

Risk management is an essential part of the operations of Privacy Intemational and a kay responsibility of the Board, with a Risk
Management Policy and framework in place. Trusteas review the major risks to which the organisation is exposed, and the
measures taken {o mitigate them, at each of their meetings. The executive team reviews these risks regularly during the year and
risks are Identified and monitored for each area of operation as well as for significant new activities.

The risk register has been developed with reference to the UK Charity Commission and National Audit Office guidance and UK
Charity Law and is regularly updated and comprehensively reviawed annually by the Board.

Whistle-Blowing

Privacy International is committed to maintaining the highest standards of integrity, honesty and professionalism in the workplace
and to complying with its legal obligations. Whilst Privacy Intemational makes every effort to ensure that its business is conducted
according to these standards, employees may be aware of, or suspect, certain failings or wrongdoings within the organisation and
they are encouraged to alert the arganisation to such concems so that they can be remedied. Information from concemed third
parties fs a very impartant element in detection, especially of corruption where farmal controls can be made Ineffective by collusion.

The whistle-blowing policy was approved by the Board In 2017 and applies 1o all employees, volunteers and contractors, both in
the UK and overseas,

Remuneration Policy

The remuneration of staff is guided by PI's Competency Framework as set out in the organisational Staff Handbook, outlining roles
and responsibilities, ensuring that each employee is rewarded in line with the level of their role and our overall remuneration
structure. The remuneration of the Executive Director is decided by the Board of Directors.

3. OBJECTIVES AND ACTIVITIES

Privacy intemmational's objects are to promote privacy as a human right (as set out in the Universal Declaration of Human Rights)
throughout the world, specifically:

a) To raise awareness of, to conduct research about, and to provide educational materials regarding threats to personal privacy;
b} To monitor and report on surveillance methods and tactics employed against Individuals and groups;

¢) Towork at national and international levels towards the provision of strong and effeclive privacy protections;

d) To monitor the nature, effectiveness and extent of measuras lo protect privacy, and to seek ways through information
technology to protect personal information.

Mission
We campaign for legal and technological solutions to protect people and their data from exploitation.

Privacy Intemational campaigns against companies and governments who exploit our data and technologies, We expose harm and
abuses, mobilise allies globally, campaign with the public for solutions, and pressure companies and governments to change.

Vision
Freedom and privacy will be the foundations of tomorrow’s societies.

People are enabled by technology to explore their identities, speak their minds, and live with dignity. They will be free from
exploitation and in control of their lives.

Legacy

Privacy International has been at the forefront of privacy, technology and human rights since 1990. We entered this field when the
internet was still in its infancy, and police surveillance meant stationing officers ouiside a suspect's home. Privacy was a poorly
understood concept.

Our longevity means that we are uniquely placed to understand the complex and changing relationship between technology and
human rights. Now the issues we are working on are growing more pressing and urgent. Privacy continues to rise on policy
agendas across the world and we are prepared to engage.

Over our history, Pl has developed the concept of data exploitation, focusing on how companies and governments develop
programmes, policies, and systems that exploit peoples' data to further their own goals. We also helped develop intarnational
human rights foundations for privacy, technological analyses of surveillance programmes, and necessary legal frameworks for
addressing surveillance. We continue that work taday under our four strategic areas of i) corporate exploitation, il) government
exploitation, iii) dignity and iv) democracy.
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4. PUBLIC BENEFIT

Direct beneficiaries of our work are i) the general public across the world through our advocacy, public engagement, and
educational work, and ii) public interest civil society organisations across the world through our capacity-building and support.

Pl makes a concrete difference across the world, compelling companies and governments to change their practices and policies.
Our extensive track record of achievements across the world includes uncaovering technological risks, leading global campaigns,
intervening in courts, and motivating regulatory reform to prevent misuse of technology and consequent abuses.

Our research and investigations help inform the public about the risks to privacy, often secrat, and the power imbalances that arise.
Through extensive outreach and media engagement, we ensure our work reaches expanded audiences across the world, Changes
in practices by governments and companies as a result of our work has benefited people glabally, including as national publics and
customers. For instance, in 2019 over 20 companies adjusted business models, practices or products as a result of our work,
affecting more than 550 million people across the world.

Our advocacy, whether in policy fora or before courts and administrative bodies, aims to strengthen the necessary legal and
technological protections and create new safeguards for new challenges posed by changing palicies and technologies. In 2019, we
ran 20 campaigns, filed 12 new cases and 8 regulatory complaints, and won 5 cases against exploitative and harmful praclicas
affecting people in over 50 countries.

We run education initiatives and projects in countries, warking cooperatively with others to reach people who are at risk, and to
help communities ensure that laws and technologies protect people. In 2019, we bullt the capacity of 20 partner organisations in 16
countries to better understand pelicy and technology, conduct outreach and public engagement, and strengthen their
organisations.

In setting our annuat workplan, the Board of Trustees have regard to both the Charity Commission's guidance on public benefit,
and the promotion of human rights for the public benefit. The Trustees confirm that they have complied with section 17 of the
Charities Act 2011 and are satisfied that the aims and objects of the charity, and the activities reported on to achieve those aims,
meet these principles.

5. ACTIVITIES, ACHIEVEMENTS AND PERFORMANCE IN 2019
New strateqy

In 2018, after years of creating, opening up and then being a strong voice in debates, PI's Board undertock an exiensive exercise
to build a new strategic plan. This involved consultations with staff, funders, partners, allies and a multitude of stakeholders,
including sections of the public. This was followed by a collaborative process between trustees and staff about the kind of
organisation Pl wanted and needed to be. This cumulatively led to the development and Board approval of Pl's new strategy in
September 2018 and the approval of a new 4-year strategic plan in December 2018, which was launched in February 2019. In that
strategy, we decided to become a more public-facing organisation that fights where issues around the exploitation of data are most
pressing, rather than focusing only on covering privacy and surveillance developments globally. It identified the interventions Pl
would undertake in four key areas:

Defence of Democracy and Dissent — Democratic rights are at risk from political parties' and other actors' increasing exploitation
of data; under this strategic area, Pl will also reframe our work cn mass surveillance around protecting democracy and combating
the monitoring of civic spaces.

Safeguarding Peoples’ Dignity — Data is increasingly used in instances where people are most vulnerable, exposing them to
further risks; Pl will campaign to challenge identity systems, to protect migrants, to safeguard communities at risk and access to
economic-social and cultural rights with dignity.

We conlinue our leadership exposing the more systemic exploltation of data by industry and governments and seeking
changes in laws and practices.

Finally, we continue to focus on building a good and resilient organisation and movement. We work to support staff to grow and
learn how to address new challenges, continue to build capacities of partner organisations to fight everywhere, and strengthen our
abilittes to respond to growing and emerging risks.

5.1 Programmatic activities - highlights

Our strategy has a strong emphasis on our programmatic work being beneficiary-focused. In each of our strategic areas, we
identify the beneficiaries and their needs, and the stakeholders we must target and the capacities we must build to do so. Annually
we prescribe how our interventions will achieve change and what rescurces are required and the indicators of achieving the
desired changes in behaviours, and how we will conduct outreach to all relevant communities, actors and institutions.
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Defence of Democracy and Dissent focused on:

Protecting the Election Cycle — 1o protect voters within targeted countries and build the capacity of electoral public-interest
organisations, Pl worked with election observer groups to share our expertise and build a sharing space to eventually develop
In-depth recommendations on how to address data exploitation around various elements of the election cycle.

Targeting manipulation and political exploitation — to protect voters whose data is being exploited by companies for political
purposes, Pl looked at a role of companies that are facilitating exploitation of data in political campaigning (including looking at
use by political parties of these tools) and how regulators and authorilies review ad transparency measures and their
application by companies.

Protecting Civic Spaces — to protect the civil rights of people in targeted countries and support public-interest organisations
who do public outreach and education, P conducted research and advocated against unrestrained govemment acquisition and
use of survelllance capabilities, and campaigned for protections to be deployed that will strengthen necessary civic
participation and constraining mass survelllance (litigating where appropriate, and developing standards).

Safeguarding People’s Dignity focused on:

Protecting Identities — to protect the publics in countries subjected to new idenlity systems from marginalisation and
discrimination and strengthening the capacity of public-interest organisations across the world, Pl advocated for solutions to be
designed to serve the individual not state power. Last year we identifiad areas of emerging concern which must be addressed
to minimise threats and risks as early on as possible, e.g. individuals/groups disproportionately and arbitrarily impacted, new
purpasas for data processing.

Protecting the Targeted — to protect communities including activist and other communities made vulnerable by the deployment
of surveillance and strengthening the capacity of organisations that support them, Pl advocated for cessation of security
measures that expose people to disproportionate and arbitrary risks, for reduction of risk to targeted persons and groups, e.g.
human rights defenders, women, trans and gender diverse persons, activists, journalists, political dissidents. Last year we
kickstarted sustained attention on how industry and govemment policies and practices can be changed to promote individuals'
autonomy and agency in the choices they make.

Preventing Exclusion — to protect the rights of beneficiaries and users of social protection programmes (e.g. welfare,
healthcare) and public-interest organisations across the worid engaging In this domain, Pl advocated for shut down of systems
without sufficient and achievable mitigation strategies and for meaningful rights of redress, that inherently put individuals and
their data at risk, when data is processed by governments and industry. Last year we advocated for funders and governing
bodies to have clear procedures for requiring safeguards in funding decisions. And we brought attention to how data affects
economic and social rights.

First They Build for the Migrants — to support the rights of migrants by building the capacity of migrants’ rights organisations, P
brought attention to how dala and technology could affect the rights of migrants and worked to reveal issues around systems
intended to enable migrants to exercise their rights - provided by industry, govemments, intemational orgs — and must not
expose them to risks, i.e. discrimination, abuse, destitution.

Corporate Exploitation focused on;

Data Brokers and Ad-tech Industry — to inform users of the internet, all of whose data is exploited by data brokers, PI brought
attention to vast dossiers that are being made on everyone for the purpose of targeting them for advertisement and how bad
actors are pulling the entire market into deeply invasive practices. We started motivating the public and regulators to pressure
industry to reform their practices and increase protections for users.

Low Cost Technologies - to protect the rights of people who use lower cost mobile phones globally (between £30 to £1 25), Pl
advocated for telecommunications operators, manufacturers or vendors to make changes to their products or services that can
increase the prolection of privacy for their consumers.

Competition in the Digital Age - to protect the rights of consumers who may be adversely affected by monopolistic power of
industry and to strengthen understanding by public-interest organisations globally, Pl advocated for regulators to take aclion
against anti-competitive industry actors (like Facebaook, Amazon). We developed our positions on data and competition and
pravided analyses of remedies.

Government Exploitation focused on:

Financial Drivers for Global Surveillance - to protect the rights of people in countries receiving surveillance capabilities from
the EU and to inform the work of affected public-interest and humanitarian organisations, Pl analysed what human rights
considerations are included in financial decisions in EU security budgets, advocaled for limiting of financing of survelllance
capabilities to states with poor human rights record, and shed light on how global counter-narcotics palicies enable expansion
of surveillance capabilities.

Govemment Policies that Promote System Exploitation — to protect global users of popular intemet services, Pl advocated and
brought legal action against governments to enforce implementation of safeguards or withdrawal of harmful policy initiatives
that sought to weaken data security and privacy; we advocated for companies to deploy transparent and auditable security that
prolects users.
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Core organisational development work focused on:

« Bullding a new brand for Privacy International - to increase our appeal to larger sections of the public and to refiect changes in
our new ways of work, new approach to impact and the new strategy.

* Building a new public engagement strategy — to increase the voice of the affected individuals, communities, and groups
underlying all programmatic work within the new plan.

* Building additional capacily and developing talents to deliver on the new plan -- to support staff through the delivery of the
strategy, with staff training for new managers, new areas of work, new ways of work, new responsibilities.

Along the way we restructured our monitoring and evaluation and learning systems, to more comprehensively track our results and
progress: we introduced new ways of reporiing on our activities, on a quarterly basis, allowing us to closely track progress towards
our goals. We reflect now on stccesses and failures through regular reporting — this allows us to look back at our achievements,
amend the way of working where required, restructure projects to be more efficient, and plan better for remaining periods.

5.2 Key achlevements in 2019

Outreach — working with others

Throughout 2018 we monitored new and emergent topics, worked with other civil society organisations in coordinated efforts to
provide new analyses, tools and solutions to challenges and threats (e.g. data exploited in elections).

We continued working cooperatively with others to reach people who are al risk, and to help communities ensure that laws and
technologies protect people. We continued building our partner organisations’ capacities to work on issues of data protection,
biometrics and idenlity systems, mass surveillance, gender and privacy, improving their expertise in Monitoring and Evaluation,
policy and advocacy, external communication, risk modeliing and technical research - to raise the diverse voices of people across
the world, to ensure they are listened to by their governments and the companies seeking to exploit them. We:

o Strengthened the capacity of the organisations we were working with to embark on new issues as well as on diversifying the
actors of change with whom we are working.

o As part of the process to belter understand how digital public benefits and health systems were experienced by people, and the
implications on human rights, developed a framework for analysing and researching various components of such systems —
this is now guiding the development of clear demands and recommendations.

o Consolidaled our work on identity to build capacity and ensure the actors of change who work with us had access to tools and

resources. This included guides on key considerations when it comes to understanding threats posed by different biometric ID
systems - a searchable database to archive and document examples of abuse related 1o specific actors, and technologies.

o Developed in-depth material on data exploitation in the election cycle which was shared with pariners and served to inform
their own research and campaign activities and helped to reach out to organisations working on elections and civic

o Expanded our work on information processing and digitalisation in immigration enforcement mechanisms by exploring data
sharing in the UK, digital visa processes in Chile, and biometric databases In Europe. '

o Conlinued cooperation with intemational human rights mechanisms, feeding into reports, assessments and recommendations
{United Nations Human Rights Commission and Organisation of American States) but also had a chance to share exparience
and interact with international forums beyand our tradilional experience and approach, e.g. UN Counter-Terrorism Committee.

o Continued to cooperate with allies traditionally operating in our space and seasoned experts in the field {INCLO, Liberty,
Human Rights Watch, EDRI).

o Worked with new allies: EODS - Election Observation and Democracy Support, EISA - Electora! Institute for Sustainable
Democracy in Africa and the Venice Commission on election observation, the European Council on Refugees and Exiles on
refugee rights, and the Platform for Intemational Cooperation on Undocumented Migrants.

Key Impacts

Our contributions were valued: Submissions by Pl and partners were heavily referenced in the report by the UN Special
Rapporteur on extreme poverty and human rights on the digital technology, social protection and human rights, and by regulators
{e.g. UK Information Commissioner's Office, the Australian Competition and Consumer Commission).

Our relationships have expanded: Exploring new topics (elections, identity, social economic and cultural rights and migration)
allowed us to connect and cooperate with new actors around the world, bringing formally to the P Network five new organisations
from three new regions, including 3 organisations in Europe, one in Central America and one in North America.
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Building evidence base

We belleve thal people must be able to understand and control how their data is used - together we must be able to hold
governments and companies to account. We work to remove the veil of secrecy and reveal their capabilities. We work to help
people see how their rights are affected, and guide people on how to object and what they can do to protect themselves.
Throughout 2018 we brought to light new stories and created stronger and new namratives. We:

o Explored welfare systems — on functioning of social protection systems in the digital age (using the example of ASPEN cards in
the UK).

o Continued to reveal and challenge the use of new tech in phone extraction by law enforcement agencies.

o Exposed how low-cost tech expose people’s data — and worked to bring scrutiny to data practices of the devices used by the
majority of people across the world, beyond well-protected and high-end smart phones.

o Revealed privacy and data sharing practices of mental health websites - our methodology was later replicated by the Financial
Times.

o Continued to reveal how powerful countries encourage and enable other govemments ta deploy advanced technologias
withaut proper safeguards - including surveillance capabilities, and biometrics solutions in elections.
o Compared and contrasted the application of sacial media transparency tools and palicles around the world.

We continued to use legal mechanisms to expose shartcomings of systems already deployed and bring them to the public's
attention while advocating for actions and solutions:

o Pl submitted evidence to an inquiry carried out by the Scottish Parliament inlo the use of Facial Recognition Technology (FRT)
for policing purposes, in which we neted that the rapid advances in the field of artificial intelligence and machine leaming, and
the deployment of new technologies that seek to analyse, identify, profile and predict, by police, have and will continue to have
a seismic impact on the way soclety is policed — the Committee’s report's conclusions reflect Pl's position, i.e. ban for live facial
recognition and introduction of a series of safeguards around legality (legal framewaork), necessity and proportionality for
static/retrospective uses.

o Over the last four years P| pursued a case challenging the Investigatory Powers Tribunal judgement that the UK govemment
may use ‘general warrants' ta hack potentially thousands ar even millions of devices, without any finding of individualised
suspicion - the case has gone to the High Court, followed by the Court of Appeal, and the highest court in the UK, the Supreme
Court. Fallawing the judgment by the Supreme Court (May 2019), that the IPT is subject to judicial review, P! has resumed its
challenge at the High Court to the IPT's decision regarding the UK Govemment's use of general warrants to carry out hacking
activities. Pl was granted a Proteclive Cost Order by the Court at the level of £15,000 to allow us to proceed with the case. A
hearing is expected to take place by end of 2020,

o We continued our advocacy against mass surveillance, including with cases before the European Court of Justice and the
Grand Chamber of the European Courl of Human Righis (ECtHR), challenging the UK's broad and intrusive spying powers;
following the ruling from ECtHR that UK govemment's mass interception program violates the rights to privacy and freedom of
expression, together with other public-interest claimants, our written submissions were filed in May 2019 and the hearing took
place in July. The Grand Chamber's decision is now pending.

o We continued pursuing clarifications on the acquisition, use, relention, disclosure, storage, deletion of Bulk Personal Datasets
("BPD") and Bulk Communications Data ("BCD"} - its legality, especially intelligence sharing under the UK law; and In paralle!
in the Court of Justice of the European Union (CJEU) - conceming the collection of BCD fram mobile network operators (a joint
hearing with two other cases cancerning bulk data retention from France and Belgium).

o Following the disclosure of the existence of a secret oversight function from an earlier case before the Investigatory Powers
Tribunal {IPT) involving a ‘third direction’ given to the Intelligence Services Commissioner (ISC) and refusal from the
govemment to clarify the nature of it, P! joined Reprieve in a legal action to challenge the secret oversight regime. The
revealed documents disclosed the secretive ‘direction’ through which the Security Service purports to “authorise” its agents to
carry out crimes, the secret policy offering the “agents” de facto immunity for the crimes they were commitling with MIS's
authorisation. In December 2019, the IPT decided that there was no violation, but with a closed dissent - a very unusual
occurrence at IPT. Pl received pemmission to appeal, with a hearing set for 2020. This case addresses human rights violations
as well as raises important questions regarding secrecy in operations of intelligence agencies and their oversight - it is under
covert surveillance and secret operations that the right to privacy and other human rights are more at risk of being
systematically and gravely violated. The case relates closely to our mandate where privacy is understood more holistically and
through its relationship to other human rights.

o We sought further disclosures about hacking aclivities of law enforcement agencies. Together with the American Civil Liberties
Union and the Civil Liberties & Transparancy Clinic of the University at Buffalo School of Law, in 2018 we filed 3 lawsuit
demanding 11 US federal agencies, including the FBI, U.S. Customs and Border Protection, Drug Enforcement Administration,
and Immigration and Customs Enforcement to disclose what hacking tools and methods they are using, how often such tools
and methods are used, the legal interpretations used to justify hacking, and any internal rules and pratocols that govern this
intrusive practice. In 2019, in response to our requests the agencies finally began producing the documents, which will feed
into series of publications in 2020.
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o In Kenya, we challenged the implementation of the government's new identity system, in a case filed by the Nublan Rights
Forum. Pl's arguments presented In its witness statement on security of systems were used in the court proceeding to question
the government — the judgement has a direct impact on the roll out of the ID system, and adds to the growing body of cases
around the world dealing with the challenges posed by centralised biometric identity systems. Itis important to note that the
High Court accepted evidence provided by Pl on the risks to the right to privacy and to data protection of data attendant with
the design of, and security of the system.

Following our 2018 filings against data brokers (Acxiom, Oracle), ad-tech companies (Criteo, Quantcast, Tapad) and credit
referencing agencies (Equifax, Experian) to bring transparency to their ecosystem and curb their extensive practices, in 2019 the
UK’s privacy regulator published its draft Code of Practice on Political Campaigning, which took on board a number of Pl's
recommendations. Other regulators are also moving on this issue after we ralsed our concemns with them: the Irish regulator
announced a statutory inquiry into Quantcast and in March 2020 the French regulator confirmed that It is investigating Criteo.

We continued to use legal mechanisms like freedom of information access requests {'FOI', under Freedom of Information laws)
and Data Subject Access Requests ('DSAR' under Data Protection laws) in our campaign for more transparency arcund
information sharing batween authorities and corporations:

o following Privacy Intemational's FOI request (and another by another public-interest organisation medconfidential), the
Department of Health published their contract with Amazon in relation to the use of Amazon Echo devices to access NHS
information; Pl alse carried out DSAR research in relation to Amazon's voice assistant (Alexa) which helped fumish findings
regarding the deal between the UK government and Amazon to allow access to information on the NHS website.

o a series of Data Subject Access Requests to various businesses that appeared on Pl staff Facebook profiles as having
targeted them wilh ads or having uploaded their personal data on the sccial media networks - the research revealed crucial
insights and helped us understand how data might be shared among various recipients, or what other third parties a company
might be using to obtain additional data and enrich thelr user profiles.

Key impact:

Pl drove the agenda: Our interventions In infarmed investigations into some actors, like the data broker industry and competition
practices of large tech companies.

Our advocacy strengthened the rule of law: A 5-year long fegal case resulted in a landmark Judgement by the UK Supreme
Court that the UK Investigatory Powers Tribunal cannot escape the oversight of the ordinary UK courts, effactively confirming the
role of courts in upholding the rule of law in the UK.

Our research made companies change their behaviours: Our research pressured companies to improve privacy protections for
millions of users, including those in vulnerable positions. Out of six companies we invastigated, four menstruation tracking apps
took actions related to data sharing with third parties. Similarly, out of 4 mental health websites we analysed, two websiles offering
depression tests changed their practices after our exposure (NHS and passeportsante.fr).

Our research had a direct effect on the general public: Our analysis of apps on Google Play Store for Android systems that
were sharing data with Facebook and our subsequent information campaign around it led to two thirds of the 36 apps changing
designs (including giants like Spotify, Skyscanner and KAYAK), tangibly improving privacy for millions of users around the world.
The work was covered by wide range of international media (the Financial Times, Le Monde, Siiddeutsche Zeitung, FOX News, the
Boston Globe and the Hindustan Times). We also made the methodology freely available to anyone who would be interested in
replicating it.

Campaigning and advocacy

We conducted extensive outreach to stakeholders and key actors and encouraged the public to act with us, as we worked fo build
a world where technology will empower and enable us, not exploit our data for profit and power. We:

o Developed comprehensive briefings - including on biometrics to the UN Counter-Terrorism Executive Directorate; on the role of
data and technology in electoral processes 1o observer organisations; on the future of the EU Trust Fund for Africa.

o Worote open letters in coordination with other civil society organisations to galvanise our movement, build civil society capacity,
raise awareness more broadly, and to call to action - including:

¢ to Facebook on its policy of sharing users’ phone numbers - following pressure by Pl {and other privacy groups) and a
setitement with the U.S. Federal Trade Commission, which required it to boost safeguards on user data, the company
announced that phone numbers provided for two-factor authentication will no longer feed the *people you may know”

* lo Google, together with 50 other organisations, to ask them to work with manufacturers of low-cost tech devices to stop
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o Responded to consultations — the UK's Competition and Market Authorities’ online platforms and digital advertising market
study, the UK's call for evidence on digital identity and on online harms White Paper; the Financial Authority Task Force
consullation on digital identity; on the use of data and technology in the delivery of programme for the enjoyment of economic
and social rights to the OAS and the UN, 1o the Committee on the Elimination of Racial Discrimination on preventing and
combating racial profiling and the UN Human Rights Committee on Article 21 of the ICCPR (the right to peaceful assembly).

o Engaged new actors and institutions, including previously unknown providers of fintech services and ID systems like YOTI, or
background players like “political campaigning experis™ such as NationBuilder; while we continued building alliances with the
UK and Irish data protection regulators that need to keep